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AI 复活：法律边界与权益保护

徐墨林

浙江万里学院

摘  要：随着人工智能技术的不断发展和应用，特别是在深度学习、图像和声音生成领域取得的突破，使

得 AI 技术“复活”已故亲人成为可能。该技术以收集、分析逝者的数据和信息，复制其外貌和声音，模拟其行

为和言谈为内容，因而，AI“复活”技术不可避免涉及对逝者和其亲属的权益保护，涉及对现行社会秩序的冲

击问题。由此产生 AI“复活”技术是否符合人们的伦理观念，谁有权使用 AI“复活”技术，应当取得哪些亲属

的授权，是否存在授权顺位，以及“复活”后的 AI 人应当如何被使用，等等问题。这些问题直接关系到 AI“复活”

技术的法律边界和相关主体权益保护。就我国当下，人工智能“复活”技术应用面临的法律困境主要表现为：

现行法律对于逝者人格权益保护的规定不清，个人信息和隐私保护力度不足，知识产权与数字人权益归属存在

争议，技术滥用与违法风险较大。明确 AI“复活”技术法律规制原则、坚持利益平衡、建立多元监督机制是人

工智能复活“技术”法治化路径的完善方向。
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人工智能“复活”逝者，其根本是将逝者的声音、

肖像等数据录入人工智能模型进行深度学习，从而模

拟重构出具有交互能力的数字形象。通过对 AI 复活技

术路径的剖析，可知人工智能“复活”技术是生成式

人工智能（AIGC）与深度合成技术的融合的产物，因

此，人工智能“复活”技术是基于原有技术的创新应

用，而并非创新技术。技术的产生和应用，随之带来

的是应当如何使用，谁有权使用等问题。技术被滥用、

不当使用就可能涉嫌违法和侵权，即使正当使用也可

能与人们的伦理观念不符。如何进行规制，如何划定

法律的界限、设置权利，成为当前亟须解决的问题。

一、人工智能（AI）“复活”技术的侵权风险

首先，从保护逝者的人格权益的角度来看，依托

于死者的隐私信息构拟的虚拟数字人，其生产过程存

在对大量逝者的肖像、声音等个人隐私信息的不当使

用，极大可能会直接侵害逝者的人格利益。《民法典》

第 994 条对逝者拥有人格利益且受法律保护进行了规

定, 死者的人格利益受到法律的保护，当其姓名、肖像、

名誉、荣誉、隐私、遗体等遭受侵害时，其配偶、子

女及父母有权追究行为人的民事责任。而对于条规定

的“等”字所指的人格利益，可以理解为死者的个人

信息、声音、形象、信用利益等 [1]。在构建拥有高仿

真度的虚拟数字人的过程，无法避免对死者的声音、

面容，甚至社交记录等大量隐私数据的采集，实践中

也出现过因存储或传输不当，从而被不法分子利用，

用于深度伪造和诈骗，导致逝者的人格利益受到极大

侵害。《个人信息保护法》第 49 条为逝者个人信息的

处理提供了进一步的法律依据。该条款明确了在自然

人死亡后，其近亲属为了维护其自身合法正当的利益，

有权对死者的相关信息行使查阅、复制、更正、删除

等权利，死者生前另有安排的除外。相较于《民法典》

的原则、大纲性规定，该法条赋予了逝者近亲属更为

主动和具体的权利，为死者个人信息提供了更为积极

的保护 [2]。

其次，从合规性角度出发，AI“复活”技术的核

心问题在于，它本质上是一项对包含生物特征在内的

敏感个人信息进行处理的活动。该技术的实现基础是

深度伪造技术，即我国法律框架中所称的“深度合成”。

我国《互联网信息服务深度合成管理规定》虽未禁止

深度伪造技术的应用，但设置了明确合规前提。根据

该规定第十四条，如训练数据涉及个人信息，处理行

为需符合个人信息保护相关法律法规；当深度合成的

服务涉及对人脸、人声等生物识别信息进行编辑时，

服务提供者须确保服务使用者已履行事前告知义务，

并获得了信息主体的单独授权 [3]。由此看来，人工智

能“复活”技术服务提供者若在未获得数据主体（即

死者的近亲属）的明确同意下收集逝者的个人数据，

如声音或图像等，就是对逝者个人信息的侵害。而即
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便在获得死者近亲属授权的情况下，服务提供者对于

使用逝者数据的方式仍有可能超出逝者近亲属原授权

的范围，如未经授权用于模型训练。现实中已经出现

部分商家以“情感抚慰”为名制作逝者视频，却未取

得家属同意，导致侵权纠纷的情形。实践中也常常出

现服务提供者未经已故明星近亲属的同意，擅自利用

其声音、肖像等数据进行数字形象构建，进行商业推

广和牟利，不仅是对死者人格利益的侵害，还极有可

能产生误导公众、传播虚假信息、扰乱社会秩序、侵

害公共利益的风险。当然，作为个人信息自主权的重

要内容，数字复活的进行必须以本人的有效生前安排

为前提，即使获得死者近亲属授权，也不能违背死者

本人意愿 [4]。

二、人工智能“复活”技术应用面临的法律困境

（一）现行法律对于逝者人格权益保护的规定不清

根据《民法典》第 994 条的规定，死者的肖像、

名誉等权益由近亲属进行保护，但 AI“复活”需要明

确授权主体。实践中，如李玟、乔任梁这种未经逝者

近亲属同意而擅自使用逝者形象的现象屡见不鲜。但

现行法律却并未明确规定，“AI 复活”中，对死者人

格权益保护的近亲属范围，也就是哪些近亲属是授权

主体。还有一个较为极端的问题，若是擅自使用逝者

形象进行牟利、对逝者人格权益进行侵害的主体正是

逝者近亲属呢？这时，应当由谁来保护逝者的合法权

益呢？

现行法律并未明确可能存在近亲属继承权优先顺

位、权利冲突解决机制和近亲属接管逝者数字遗产等

问题。

（二）个人信息和隐私保护力度不足

目前涉及死者数据保护的法律规定较为分散，缺

乏一个统一的标准。《个人信息保护法》虽然赋予近

亲属对死者信息的查阅、复制、删除等权利，但是并

未对“合法、正当利益”的范围进行具体明确的界定，

由此可能导致在司法实践中标准不一。依据《数据安

全法》第七条，个人与组织享有的数据相关权益受到

国家的保护。该法主要聚焦于涉及国家安全的重要数

据，而其对于个人，尤其是逝者的数据保护力度较弱。

《数据安全法》第三十二条的要义在于，为数据收集

活动划定了合法性边界，要求任何组织或个人不得以

窃取等任何非法方式获取数据。在隐私数据的窃取上，

惩罚力度明显不足。AI“复活”技术的应用过程涉及

大量逝者的敏感隐私信息及生物特征，若被不法开发

者利用，抑或是技术服务提供商保存的生物特征数据，

其唯一性的特点注定了其一旦被非法获取，便会有极

大的风险：于个人，直接威胁财产安全；于国家，则

可能上升为安全隐患 [5]。

（三）知识产权与数字人权益归属存在争议

模拟构建数字人，尤其是已故明星，需以其生前

作品等大量数据为基础，此过程极易引发复制权、信

息网络传播权等著作权侵权问题。若生成的数字人形

象或表演具有独创性，其著作权归属却难以界定——

开发者主张算法所有权，近亲属主张人格衍生权益，

若数字人创作的作品产生了财产收益，其收益又该归

属何人？关于数字人的著作权，法律存在真空地带。

面对生成式人工智能的迅猛发展，立法进程的滞后与

部门规章的局限性，使得法律的回应显得力不从心。

这直接导致了著作权侵权认定规则的缺失。以风险规

制为核心的《生成式人工智能服务管理暂行办法》即

为一例，其未就著作权侵权问题为服务提供者设定明

确的责任边界 [6]。一些不法分子可能通过伪造已故明

星来“代言、推荐”某款产品，诱导消费者购买，还

有可能构成商业欺诈。

（四）技术滥用与违法风险较大

部分商家或博主未经逝者同意，擅自使用人工智

能技术“复活”名人，用于流量变现或商业推广，其

对 AI“复活”技术的滥用显然构成侵权，即使他们声

称“非商业用途”，但只要涉及公开传播，其极有可

能因流量的收益变相构成商业行为。深度伪造技术在

实践中甚至不乏犯罪化应用。例如，将非法收集到的

他人面部信息替换到淫秽视频当中，形成集软件技术、

照片定制、成品视频售卖于一体的“AI 换脸”黑色产

业链，通过多种方式谋取非法利益。AI 换脸、拟声等

技术通常被不法分子用于电信诈骗，不熟悉网络应用

的中老年成为主要受害群体。法律虽规定需标注合成

内容，但平台审核海量用户生成内容的难度大，监管

执行效果十分有限。现行法律对于深度伪造技术犯罪

的认定和量刑标准不明确，技术溯源和追责机制尚未

完善，生成式人工智能服务提供者虽然要求用户提供

授权证明，但对此也未有的统一标准，其中仍旧存在

规避法律风险的操作空间。

三、人工智能复活“技术”法治化路径的完善方向

（一）明确使用 AI“复活”技术的法律规制原则

首先，建立严格的数据采集、存储、传输标准。

基于技术本身，AI“复活”逝者技术应用的过程中涉

及大量逝者的肖像、声音等敏感生物识别信息，存在

数据泄露和滥用的风险 [7]。对此应当建立严格的数据

采集、存储、传输标准，确保人工智能“复活”技

术的应用符合《个人信息保护法》和《数据安全法》
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要求，无论是个人私下使用还是公共网络空间传播，

都应当明确数据的使用范围。从人情角度加以考虑，

法律应当适当减少对私人领域内 AI“复活”技术应

用的干涉。而在互联网公共空间，基于互联网的开放

性，其存在更高的风险，法律必须对潜在风险进行规

制。首先可以根据复活对象的不同设置不同的审查

标准，如果是对英雄、烈士等使用人工智能技术复

活，应当采用更为严格的审查制度，例如事前审批、

数据备案，严格管控其使用用途，审查开发者主体 

资质。

其次，建立强制标注的制度。对于 AI 生成的虚

拟数字人，法律应当强制要求开发者标注能够引起一

般人注意的数字水印，增加显著性，流媒体平台也应

对虚拟数字人的形象作出特别标注，让用户能够意识

其属性。然后应当建立虚拟数字人销毁的制度。对于

利用人工智能技术“复活”的虚拟数字人，法律应当

确立明确的管理者，在开发者或逝者的近亲属死亡，

缺乏其他管理人时，能够及时地销毁或封存，以免生

成的虚拟数字人成为失控的“数字幽灵”。

最后，需要对 AI“复活”数字人的应用场景予以

严格限制，防止逝者的“数字分身”沦为诈骗、侵权

或深度伪造的工具。在对逝者数据的收集和分析过程

中，要明确收集和处理逝者生前个人信息的边界，不

能过度收集逝者的财产信息、社会关系等超出 AI 复活

技术使用范围的数据，法律对此应当建立明确的规定，

明确规范数据收集的合法范围。

（二）坚持利益平衡

私益保护是 AI“复活”技术发展所需平衡的重要

问题，做好技术产业发展与个人权益保障的良性协调

至关重要。在 AI“复活”技术的应用中，尊重人身自

由与人格尊严是必须遵守的伦理基石，任何行为都不

得逾越这一底线。征得逝者生前的许可以及获得逝者

近亲属的同意应当是人工智能“复活”技术开发应用

的合法前提。对于 AI 复活的前置许可问题，主要取决

于死者生前是否授权，具有相关意思表示。逝者生前

的意思表示是授权的基础。若其已经准许人格权益的

商业使用，则应当予以尊重；反之，则近亲属无权进

行授权，违者需承担相应的民事责任。若逝者生前并

未作出相关表示，则需要区分应用场景来化解潜在的

冲突：用于私人场域的情感慰藉，且不违背死者推定

意愿时，征得一位优先顺位近亲属同意即可；但若投

入公共传播，为避免对近亲属造成二次伤害，则必须

获得全体近亲属的一致同意，避免单方意志凌驾于家

庭伦理之上，若未经逝者生前或逝者近亲属的授权而

擅自使用 AI“复活技术”，逝者的近亲属有权主张行

为人承担相应的民事责任。AI“复活”技术中涉及的

逝者数据，其法律属性应被界定为人格权益的客体，

而非可继承的数字遗产。因此，相关的权属问题必须

在人格权益保护层面寻求解决路径，这与旨在保存人

类知识资源的“数字遗产”保护路径在法理基础上有

着本质区别。数字遗产是在自然人死亡后，以数字化

形式留于在线空间中的数据信息，具有情感、记忆和

经济三重价值属性，其本身可以认为是多种权益形态

的混合 [8]。数字遗产因其具有财产权属性，故而可由

继承人依法继承。虽然说数字遗产也涉及人格权和隐

私权，但相比之下，人工智能技术“复活”逝者的过

程中所涉及的死者的肖像、声音等数据，本质上属于

人格法益，其人身专属性决定了它们附着于主体自身，

无法像普通财产一样被继承，其保护职责仅能由近亲

属代为行使 [9]。

（三）建立多元监督机制

从产业发展与平台合规治理层面而言。面对生成

式人工智能技术的滥用，应当建立多元的监督机制，

鼓励监管部门、市场主体、法律界和消费者等多方主

体参与到 AI 技术的监督和评估中，形成多元化的监

督机制，确保人工智能“复活”技术的应用和发展能

够“暴露在阳光下”。针对“AI 换脸”的黑色产业、

深度伪造诈骗等违法行为，须加强打击力度，例如对

非法提供“换脸”工具的平台追究刑事责任。对于人

工智能“复活”逝者技术可能造成的权益侵害，应当

明确责任承担机制和权益救济通道，即设立完善的问

责制度，避免因为人工智能“复活”技术的复杂性导

致责任主体不明确。在治理规范化建设的过程中，平

台也应当担负起监管和防控的责任。我国立法已经对

科技发展中伦理风险纳入考量，并作出了规制。根据

2021 年颁布的《互联网信息服务算法推荐管理规定》，

服务提供者负有不得利用算法模型诱导用户沉迷或过

度消费的法定义务。高度拟真的 AI 死者数字人，会促

使用户将情感迁移至该数字实体上，其强交互性则可

能削弱判断、助长依赖，从而带来显著的沉溺风险。

对此，可以要求技术开发者在开发中嵌入规范化的防

沉迷设计，防止用户沉浸于 AI 生成的海市蜃楼中无法

自拔。对于平台的规范化治理，可以邀请法学、人工

智能、伦理学、心理学等领域相关的专家，设立技术

委员会这样的独立机构，对提供人工智能“复活”技

术的平台设立统一的技术标准，动态监督 AI 技术的使

用和开发过程，评估其合规性，确保技术健康、有序 

发展。
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四、结语

AI“复活”亲人是人工智能技术的新应用，该

技术以“科技＋生命”的方式探索了新的生命存在方

式，变革了人们的生死观念。然而，在成为人们情感

代偿的同时，又存在着逝者权益侵害的法律风险。

面对 AI“复活”技术带来的挑战时，法律要做的，

是解决在 AI“复活”逝者技术应用中的权利保障问

题。未来，人们需科学界定人机协同的法律边界，运

用法律的手段引导人工智能技术有序发展，在保障人

类主体性的前提下实现技术创新与民生福祉的可持续 

平衡。
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